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- Creative Applications
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- Redundant Computation
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- E.g., Nine Columns at Once
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- Histograms are Distributive
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- Approaches ninefold speedup
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- Add Histogram Tiers with Radius
  \[ H_n = H_c + (H_d - H_c) + (H_n - H_d) + \ldots \]
- Constant Radix yields $O(\log r)$ Algorithm
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PowerMac G5 2.5GHz – Single Processor – 8-Megapixel RGB Image

- Photoshop® CS2 – $O(r)$ Algorithm
- Our $O(\log r)$ Algorithm

Processing Time (seconds)
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• What’s a Few Extra Bits?
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• Solution?
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- Apply Median to *Ordinal* Image
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- Redundancy in Binary $H_n$
- Store Offsets in a “Compound” Histogram: $H_c$
- $H_c \Rightarrow H_n$ in Constant Time!
- 8-Bit $H_c \leftrightarrow 128$ Columns
- Hybrid Algorithm:
  - 8-Bit Algorithm on High Bits
  - $H_c$ for Fine Tuning
  - Overall $O(\log^2 r)$ Complexity
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PowerMac G5 2.5GHz – Single Processor – 8-Megapixel RGB Image

- Photoshop® CS2 – $O(r)$ Algorithm
- Our $O(\log^2 r)$ Algorithm
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- Nonlinear Weighted Convolution
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  - Weighted by Spatial and Intensity Difference

\[ J_s = \sum_{p \in \Omega} f(p - s)g(I_p - I_s)I_p \] \[ \sum_{p \in \Omega} f(p - s)g(I_p - I_s) \]

- \( f() \) and \( g() \) are typically Gaussian

- Special Case - Box Filter
- Relative Intensity
- Smooth Spatial Falloff
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- Use 8-Bit Median to Generate Histograms

- For higher-precision data, blend into 8 bit
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